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Introduction 
 

In a fraud detection system (FDS), the class 
distribution of legitimate and fraudulent transactions is 
usually unbalanced, which may cause a problem for an 
algorithm’s performance.  

This paper presents a new framework for FDS 
based on the concept of the mixture model to handle 
imbalanced data processing and the classification 
algorithm. 
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Methodologies 
 

In this paper, the Gaussian mixture model (GMM) 
is used for modeling original data, whether it is 
fraudulent (minority) or legitimate (majority) data, and 
then generate data for over-sampling or under- 
sampling. Meanwhile, the GMM is also applied to being 
a classification model for determining fraudulent and 
legitimate transactions.  

To penalize the overfitted model, we used the 
Bayesian information criterion (BIC), a model 
complexity selection criterion, to estimate the number of 
mixture component M in GMM.  
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Conclusions 
 

We have presented a GMM framework for both 
imbalanced data processing and classification. 
Importantly, we determined the number of mixture 
components via the BIC model selection criterion. 
Experiments on the BankSim dataset confirmed the 
superior performance of the GMM-based sampling 
method for imbalanced data processing and GMM 
classifier. 

Dataset Information 
 

 Name: BankSim (A synthetic dataset of transactional 
data.) 

 Records: 594,643 records in total. Only 7,200 
(1.21%) records are fraudulent transactions. 

 Time Coverage: 6 months of transactions. 
 Columns: 8 columns. (2 were selected for the 

experiment.) 


