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Introduction

Sensing-reasoning models require the participation of power-hungry Gaussian noise training to achieve random smoothing of each sensing-CNN in exchange for certifiable robustness of the components. Moreover, the robustness of this certification approach to \( l_\infty \) perturbations is deficient. To avoid the sacrifice of this high certification cost and the adaptation defect of \( l_\infty \) perturbations, this paper proposes an optimization model based on Lipschitz property, which bypasses the perturbation radius by introducing Lipschitz neural networks as sensing components and solving the perturbation radius directly with norm-bounded affine transformations and order statistics property. The random smoothing training of CNN is used to trade-off the certification overhead and classification performance. Our model also obtains excellent \( l_\infty \) perturbations certified accuracy and exhibits stable defense against adversarial attacks.

Methodologies

Our model consists of a perception module, which contains binary classifiers constructed by a Lipschitz neural network, and an inference component, which is constructed by a probabilistic graphical model, and an inference module, which we apply the Markov logic network (MLN).

Experiments

We trained 8 Lipschitz neural networks, and poisoned a certain size of training samples against attacks on 1 to 4 sensing components. We use the difference between the predicted probability minimum of the ground truth label and the probability maximum of the second candidate label as a metric to measure the defense capability of the model. To make the metric constant > 0, we add 1 to the difference.

We test the training time and certification time of the model on MNIST dataset and CIFAR-10 dataset using \( l_2 \) and \( l_\infty \) perturbation, respectively.

Our model significantly outperforms the CNN-based one in terms of training and validation time, thanks to the fact that Lipschitz neural network validation does not require propagation of output bounds as in IBP, and does not require adding perturbation samples to the training set, which saves 28.9% of training time, and 36.2% of validation time in CIFAR-10, and 28.9% of training time, and 78.2% of validation time in MNIST.

Conclusion

We propose a novel sensing-reasoning model based on the Lipschitz property, which builds on the original framework by 1) introducing a Lipschitz neural network as the perceptual component, bypassing the random smoothing-based CNN Gaussian noise training, and optimizing the computational complexity of robustness verification of the perceptual pipeline with better perturbation robustness at \( l_\infty \) perturbation, and 2) we provide robustness verification of the pipeline as a whole for the sensing-reasoning model.